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Problem Statement

Methodology and Algorithm Overview

Calculation of reduced costs and Lagrangian dual function using column generation methodProposed Modification
Calculation of reduced costs and Lagrangian dual 

function using column generation method

Была разработана теория температурной зависимости сопротивления от температуры для квантовых ям на основе HgTe.

Заключение

            Clustering in high-dimensional spaces is a fundamental task 
in machine learning and data mining, but traditional clustering 
algorithms, like k-medoids, struggle with scalability when applied to 
large datasets. The computation of pairwise distances and the 
nearest neighbor search is particularly expensive, making these 
algorithms impractical for large-scale and high-dimensional data. 
The goal of this research is to develop a parallelized algorithm that 
can handle large datasets efficiently, while maintaining high 
clustering accuracy, overcoming the limitations of classical 
k-medoids clustering methods.

• Tested 12 clustering algorithms for the k-medoids problem. Testing was conducted in two phases: 6 algorithms were excluded in the first 
phase for not considering problem-specific features. 

• In the second phase, evaluated the performance, stability, and scalability of the remaining algorithms on various data volumes. The 
most promising algorithm was selected. 

• Optimized and implemented the PLH algorithm in both parallel and standard versions using C++ with CUDA. The parallel version achieved 
a 40x speedup on test datasets without loss of accuracy. 

• A new data preprocessing method based on vectorization was proposed. The algorithm can handle diverse data types (images, text, 
audio) in a unified vector space. 

• The developed version demonstrated the best performance across different datasets. The integration of the parallel algorithm into the 
software is completed, and future directions for optimization have been identified.

Proposed Solution
            We introduce a parallel primal-dual heuristic algorithm for solving the 
k-medoids clustering problem in high-dimensional space. Our algorithm 
utilizes GPU parallelization to: 
● Compute the distance matrix and nearest neighbors in a fraction of the 

time compared to CPU implementations. 
● Perform subgradient optimization on the Lagrangian dual function directly 

on the GPU, significantly improving computational speed without 
compromising solution accuracy. 
This parallel approach efficiently addresses challenges associated with 
large-scale datasets, offering improvements in both execution time and 
solution quality over existing methods like PAM and FasterPAM.

Well Known Approach

Compute reduced costs with CUDA

Results

Comparison on 20000 1024-dim vectorized images (CLIP) with 120 
clusters on Stanford Dogs dataset


