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Part 1
Federated Learning



Federated Learning 
was developed in 2015/2016 in a 

collaboration between the University 
of Edinburgh & Google

Jakub Konečný

H Brendan McMahan



Jakub Konečný, H. Brendan McMahan, Felix X. Yu, Peter Richtárik, Ananda Theertha Suresh, Dave Bacon
Federated Learning: Strategies for Improving Communication Efficiency
NIPS Private Multi-Party Machine Learning Workshop, 2016

Jakub Konečný, H. Brendan McMahan, Daniel Ramage, Peter Richtárik
Federated Optimization: Distributed Machine Learning for On-Device Intelligence
arXiv:1610.02527, 2016

Keith Bonawitz et al
Practical Secure Aggregation for Federated Learning on User-Held Data
NIPS Private Multi-Party Machine Learning Workshop, 2016

H. Brendan McMahan, Eider Moore, Daniel Ramage, Seth Hampson, Blaise Agüera y Arcas
Communication-Efficient Learning of Deep Networks from Decentralized Data
20th International Conference on Artificial Intelligence and Statistics (AISTATS), 2017



The First Federated Learning App: 
Next-Word Prediction

Federated Learning is collaborative machine learning 
from private data stored across a (large) number of 

clients/devices (e.g., hospitals, phones)





My Team: 100+ Papers on Federated Learning



1. Unsupervised Learning
2. Federated Learning
3. Transformers
4. Neural Network Compression
5. Generative AI
6. “System 2” Reasoning

https://www.forbes.com/sites/robtoews/2020/10/29/the-next-generation-of-artificial-intelligence-part-2/?sh=e02f2567a304

https://www.forbes.com/sites/robtoews/2020/10/12/the-next-generation-of-artificial-intelligence/?sh=4d14f60159eb



https://www.whitehouse.gov/wp-content/uploads/2023/05/National-Artificial-Intelligence-Research-and-Development-Strategic-Plan-2023-Update.pdf



Federated Learning Issues & Tools

Communication Complexity

local training

partial participation

Data Heterogeneity

Device Heterogeneity Privacy

secure multiparty computation

momentum

variance reduction

differential privacy

compression

homomorphic encryption

personalization

stochastic approximation
drift reduction

asynchronicity

variable local training



Part 2
Introduction



# parallel 
machines

# model parameters / features

Optimization Problem

!



Parallel Computing Architecture

Worker 1 Worker 2 Worker 3

Server



Three Types of Heterogeneity

Data

Compute

Communication



Typical Assumptions

1

2

Stochastic gradients have bounded variance:

Gradient of local functions is Lipschitz:



Our Papers on Optimal Parallel SGD

5/2023 2/2024 5/2024 5/2024 10/2024



Alexander Tyurin and P.R.

On the optimal time complexities in decentralized stochastic 
asynchronous optimization
arXiv:2405.16218, 2024

5/2024
Fragile SGD, Amelie SGD

+ accelerated variants

Our Papers

Alexander Tyurin, Kaja Gruntkowska, and P.R.

Freya PAGE: First optimal time complexity for large-scale 
nonconvex finite-sum optimization with heterogeneous 
asynchronous computations
arXiv:2405.1554, 2024

5/2024
Freya PAGE
Freya SGD

Alexander Tyurin, Marta Pozzi, Ivan Ilin and P.R.

Shadowheart SGD: Distributed asynchronous SGD with optimal 
time complexity under arbitrary computation and 
communication heterogeneity
arXiv:2402.04785, 2024

2/2024
Shadowheart SGD

… communication 
(and computation) heterogeneity

[Rennala SGD as a special case]

… computation heterogeneity for 
finite-sum problems

… computation and 
communication heterogeneity in 

the decentralized setup

Alexander Tyurin and P.R.

Optimal time complexities of parallel stochastic optimization 
methods under a fixed computation model
NeurIPS 2023

5/2023
Rennala SGD
Malenia SGD

Acc. Rennala SGD

… computation 
(and/or data) heterogeneity

First optimal 
parallel SGD under…



Rennala

Rennala, Queen of the Full 
Moon is a Legend Boss in Elden 

Ring. Though not a demigod, 
Rennala is one of the 

shardbearers who resides in the 
Academy of Raya Lucaria. 

Rennala is a powerful sorceress, 
head of the Carian Royal family, 

and erstwhile leader of the 
Academy. 

Shadowheart

Peter, What About the Weird Algorithm Names?

Amelie



Optimal Parallel Stochastic Gradient Methods

Data 
Heterogeneity

Compute 
Heterogeneity

Communication 
Heterogeneity

Smooth 
Nonconvex

Smooth 
Convex

Infinite / Finite 
Sum?

Supports 
Decentralized 

Setup?

Optimal 
Time 

Complexity?

Rennala SGD
Tyurin & R (NeurIPS ‘23) 0 Inf

Malenia SGD
Tyurin & R (NeurIPS ‘23) 0 Inf

Accelerated Rennala SGD
Tyurin & R (NeurIPS ‘23) 0 Inf

Shadowheart SGD
Tyurin, Pozzi, Ilin & R ‘24 Inf

Freya PAGE
Tyurin, Gruntkowska & R ‘24 0 Finite

Freya SGD
Tyurin, Gruntkowska & R ‘24 0 Finite

Fragile SGD
Tyurin & R ‘24 Inf nearly

Amelie SGD
Tyurin & R ‘24 Inf

big data regime



Part 3
Previous Approaches 
to Parallelizing SGD



Hero SGD

Algorithmic idea: The fastest worker does it all!

The hero!



(Fair) Minibatch SGD
Algorithmic idea: Each worker does one job only!



Asynchronous SGD

Algorithmic idea: All workers are slaves and useful



published in NIPS 2011

NeurIPS 2020 Test of Time Award



Our Inspiration: Two Beautiful Papers

arXiv: June 15, 2022 arXiv: June 16, 2022



Part 4
Rennala SGD

Alexander Tyurin and P.R.
Optimal time complexities of parallel stochastic optimization 
methods under a fixed computation model
NeurIPS 2023



Setup



Rennala SGD

Algorithmic idea: Minibatch SGD with asynchronous minibatch collection



Upper Bound

Theorem (informal)
Assume data homogeneity and zero communication times.
Then Rennala SGD solves the problem in

seconds.



Matching Lower Bound

Theorem (informal)

It is not possible to design a method that will find a solution faster than in 

seconds.

Rennala SGD = first optimal parallel SGD



Classical Oracle: Keeps Track of # Iterations

Function class Algorithm classOracle class
Distribution 

governing noise

Iteration complexity (classical complexity measure):

Typically, stochastic gradient:
 

[Nemirovsky and Yudin, 1983]

[Carmon et al, 2020] [Arjevani et al, 2022]

[Nesterov, 2018]



New Oracle: Keeps Track of Time

Time complexity (new complexity measure):

Iteration complexity (classical complexity measure):



Data Homogeneous Regime



Experimental Results (Sample)



The End
(kind of)



Part 5
Two Extensions

Alexander Tyurin and P.R.
Optimal time complexities of parallel stochastic optimization 
methods under a fixed computation model
NeurIPS 2023



Extension 1
Handling Data Heterogeneity

(Malenia SGD)



Malenia SGD: Setup



Minibatch size

Malenia SGD



(Nonconvex) Data Heterogeneous Regime



Extension 2
Handling the Convex Regime
(Accelerated Rennala SGD)



Accelerated Rennala SGD: Setup



Convex (Data Homogeneous) Regime



Further Extensions



Shadowheart SGD 

Optimal Parallel SGD 
under Compute Heterogeneity

& Communication Heterogeneity

Shadowheart

Alexander Tyurin, Marta Pozzi, Ivan Ilin and P.R.

Shadowheart SGD: Distributed asynchronous SGD with optimal time complexity under 
arbitrary computation and communication heterogeneity
arXiv:2402.04785, 2024



Shadowheart SGD: Setup



Shadowheart SGD

Batch size to 
compress by 

worker i

# of compressed 
batches sent by 

worker i to the server

Aggregation weight associated with worker i

Unbiased compressor:



Shadowheart SGD





Shadowheart SGD: Adding More Workers…



Freya PAGE
 

Optimal Parallel SGD 
for Large-Scale Finite-Sum Problems

Shadowheart Freya

Alexander Tyurin, Kaja Gruntkowska, and P.R.

Freya PAGE: First optimal time complexity for large-scale nonconvex finite-sum 
optimization with heterogeneous asynchronous computations
arXiv:2405.1554, 2024



Freya PAGE: Setup



Zhize Li, Hongyan Bao, Xiangliang Zhang, and P.R.

PAGE: A simple and optimal probabilistic 
gradient estimator for nonconvex optimization
ICML 2021

PAGE: Optimal Serial SGD 
for Finite-Sum Nonconvex  Optimization

(after butchering/redefining notation)









Freya PAGE: Experiment 1



Freya PAGE: Experiment 2



Freya PAGE: Experiment 2



Amelie SGD
 

Optimal Decentralized SGD 
under Computation & Communication Heterogeneity

Amelie

Alexander Tyurin and P.R.

On the optimal time complexities in decentralized stochastic asynchronous optimization
arXiv:2405.16218, 2024



Decentralized Setup: Amelie SGD



The End
(for real)
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