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OUTLINE

This talk presents comprehensive convergence analysis of a generic class
of descent methods in nonsmooth and nonconvex optimization under
several versions of the Polyak-Kurdyka- Lojasiewicz (PKL) property.
Along other results, we prove the finite termination of the generic
algorithm under the PKL property with lower exponents 0 < q < 1/2.
Specifications are given to convergence rates of some particular
algorithms including inexact reduced gradient methods and the boosted
algorithm in DC programming. It is revealed e.g., that the lower
exponent PKL property in the DC framework is incompatible with the
gradient Lipschitz continuity for the plus function around a local
minimizer. On the other hand, we show that the above inconsistency
observation fails if the Lipschitz continuity is replaced by merely the
gradient continuity.
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POLYAK KURDYKA- LOJASIEWICZ PROPERTIES

DEFINITION. Let f : Rn → R := R ∪ {∞} be lower semicontinuous
(l.s.c.) function with the domain dom f := {x ∈ Rn | f (x) < ∞}. We
say that the function f satisfies:

(i) The basic Polyak-Kurdyka- Lojasiewicz property at x ∈ dom f if there
exist a number η ∈ (0,∞), a neighborhood U of x , and a concave
continuous function φ : [0, η] → [0,∞), called the desingularizing
function, such that

φ(0) = 0, φ ∈ C 1(0, η), φ′(s) > 0 ∀s ∈ (0, η),

φ′(f (x) − f (x)
)
dist

(
0, ∂f (x)

)
≥ 1 ∀x ∈ U ∩ [f (x) < f (x) < f (x) + η],

where ∂f (x) stands for the limiting subdifferential [M76] of f at x

∂f (x) :=
{
v ∈ Rn

∣∣∣ ∃xk → x , vk → v with f (xk) → f (x),

lim sup
u→xk

f (u) − f (xk) − ⟨vk , u − xk⟩
∥u − xk∥

≥ 0, k ∈ N
}
.
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Polyak-KURDYKA- LOJASIEWICZ PROPERTIES

(ii) The symmetric PKL property at x if f is continuous around x and ∂f
is replaced by the symmetric subdifferential of f at x defined by

∂0f (x) := ∂f (x) ∪
(
− ∂(−f )(x)

)
.

(iii) The strong PKL property holds if f is Lipschitz continuous around x
and ∂ is replaced in by the convexified/Clarke subdifferential of f

∂f (x) := co ∂f (x)

where “co” stands for the convex hull of the set in question.

(iv) The exponent PKL properties in (i)–(iii) selects φ(t) = Mt1−q with
M > 0 and q ∈ [0, 1). We refer to the case where q ∈ (0, 1/2) as the
PKL property with lower exponents.
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SOME HISTORICAL REMARKS

The PKL property was originated independently by  Lojasiewicz [L63] as

∥∇f (x)∥ ≥ b |f (x) − f (x)|q, b := 1/M(1 − q),

in the general theory of real analytic functions, and by Polyak [P63] when
q = 1/2 for functions of class C1,1 (i.e., C1 functions with Lipschitzian
gradients) who used it to prove linear convergent of the gradient descent
method. This property is known in optimization as the
Polyak- Lojasiewicz inequality. Kurdyka (1998) proposed extensions to
general algebraic-geometric structures. Nonsmooth versions of PKL in
(i,iii,iv) were suggested by Attouch, Bolté et al.[AB09,ABS13,BDL06].
The symmetric version in (ii) is new.

The required tools of variational analysis and generalized differentiation
can be found in [M06,RW98] and the references therein.
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A GENERIC CLASS OF DESCENT METHODS

In [ABS13], Attouch, Bolté and Svaiter consider minimizing l.s.c.
functions f : Rn → R by using a generic class of descent methods
satisfying the conditions:

(H1) Sufficient decrease condition: for each k ∈ N we have

f (xk+1) + a∥xk+1 − xk∥2 ≤ f (xk).

(H2) Relative error condition: for each k ∈ N we have

∃ wk+1 ∈ ∂f (xk+1) with ∥wk+1∥ ≤ b∥xk+1 − xk∥

with a, b > 0. It is shown in [ABS13] that a great variety of important
algorithms of optimization satisfies conditions (H1) and (H2).
Employing the basic PKL property, a generic convergence analysis with
arriving at the limiting/M-stationary point 0 ∈ ∂f (x) is developed in
[ABS13] for the class of descent algorithms satisfying (H1) and (H2)
while without establishing any convergence rate.
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FAILURE OF THE RELATIVE ERROR BOUND CONDITION

There exist remarkable descent methods for which the relative error
condition (H2) fails. E.g., it was observed by Aragón-Artacho and Vuong
[AV20] for the Boosted DCA (BDCA) in DC programming. They
provided convergence analysis, with convergence to C -stationary point
0 ∈ ∂f (x), by the replacement of (H2) with

∃ wk ∈ ∂f (xk) with ∥wk∥ ≤ b∥xk+1 − xk∥

via the convexified subdifferentialof the difference f = g − h of strongly
convex functions under the strong PKL in (iii).
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ANOTHER GENERIC CLASS OF DECENT METHODS

We consider a generic class of descent algorithms satisfying sufficient
decrease condition (H1) and with replacing (H2) by the new

(H3) Modified error condition: for each k ∈ N

∃ wk ∈ ∂f (xk) with ∥wk∥ ≤ b∥xk+1 − xk∥

expressed in terms of the limiting subdifferential. We also impose the
following technical assumption:

(H4) Continuity condition: There exist a subsequence {xkj}j∈N and a
point x such that

xkj −→ x and f (xkj ) −→ f (x) as j −→ ∞.
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GENERIC CONVERGENCE UNDER THE BASIC PKL PROPERTY

THEOREM Let f : Rn −→ R be a proper l.s.c. function bounded from
below, and let the sequence {xk} be constructed by a generic algorithm
satisfying (H1), (H3), (H4). If the basic PKL property holds at some
accumulation point x of {xk}, then we have that

∞∑
k=0

∥∥xk − xk+1
∥∥ < ∞

and that the sequence {xk} converges to x as k → ∞. Moreover, x is an
M-stationary point of the function f .
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CONVERGENCE RATE UNDER THE EXPONENT PKL PROPERTY

THEOREM In the setting of the previous theorem, assume that the
exponent PKL property of f holds at x̄ with φ(t) = Mt1−q for some
M > 0 and q ∈ [0, 1). The following convergence rates are guaranteed
for the generic iterative sequences:

(i) If q ∈ [0, 1
2 ), then {xk} and {f (xk)} converge in a finite number of

steps to x̄ and f (x̄), respectively.

(ii) If q = 1
2 , then the sequences {xk} and {f (xk)} converge linearly to

x and f (x̄), respectively.

(iii) If q ∈ (1/2, 1), then there exists σ > 0 such that∥∥xk − x
∥∥ ≤ σk− 1−q

2q−1 for all large k ∈ N.
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SPECIFICATIONS OF THE GENERIC DESCENT ALGORITHMS

INEXACT GRADIENT REDUCED METHODS

A class of inexact reduced graduate (IRG) methods with various stepsize
selections have been recently proposed and developed by Khanh,
Mordukhovich and Tran [KMT24] for problems of smooth nonconvex
optimization. The general model involves the iterative procedure

f (xk) − f (xk+1) ≥ β

tk
∥xk+1 − xk∥2, ∥∇ϕ(xk)∥ ≤ c

tk
∥xk+1 − xk∥

where {tk} ⊂ R+ and β, c > 0. The convergence analysis of IRG in
[KMP24] is based on the following observations:
• Primary descent condition: There exists σ > 0 such that

f (xk) − f (xk+1) ≥ σ∥∇f (xk)∥ · ∥xk+1 − xk∥

•Complementary descent condition: We have the implication[
f (xk+1) = f (xk)

]
=⇒

[
xk+1 = xk

]
The results presented above allow us to significantly improve those in
[KMT24] and previous publications.
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BOOSTED DC ALGORITHM

Consider the DC program

(P) min
x∈Rn

f (x) := g(x) − h(x)

where both g , h : Rn → R are convex with g being C1-smooth
Algorithm (BDCA [AV20])
1. Fix α > 0, λ > 0, β ∈ (0, 1). Let x0 be an initial point, k := 0.
2. Select uk ∈ ∂h(xk) and solve the convex subproblem

(Pk ′) min
x∈Rn

g(x) − ⟨uk , x⟩

to obtain the unique solution yk .
3. Let dk := yk − xk . If dk = 0, STOP and RETURN xk . Otherwise,
go to Step 4.
4. Choose any λk ≥ 0. Set λk := λk . WHILE
f (yk + λkd

k) > f (yk) − αλ2
k∥dk∥2 DO λk := βλk .

5. Let xk+1 := yk + λkd
k . If xk+1 = xk , STOP and RETURN xk .

Otherwise, set k := k + 1 and go to Step 2.
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CONVERGENCE OF BOOSTED DC ALGORITHM

Here is the application of our general results to the convergence and
convergence rates of BDCA for continuous functions with the usage of
symmetric PKL (ii) in terms of the symmetric subdifferential.

THEOREM. Consider problem (P), where f is continuous . Let {xk} be
generated by BDCA, and let ∇g be L-Lipschitz continuous around an
accumulation point x̄ of {xk}. Then we have

f (xk+1) ≤ f (xk) − αλ2
k + ρ

(1 + λk)2
∥xk+1 − xk∥2,

∃ wk ∈ ∂0f (xk) such that ∥wk∥ ≤ L∥xk+1 − xk∥

and {xk} converges to x̄ satisfying 0 ∈ ∂0f (x̄) . If f has the exponent
PKL property with φ(t) = Mt1−q for some M > 0 and q ∈ [0, 1), then
the convergence rates of xk → x̄ are as established above.
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PKL PROPERTY WITH LOWER EXPONENTS

The following result shows the inconsistency of the lower exponent PKL
property with Lipschitz continuity of gradients.

THEOREM. Let x̄ ∈ int(dom h) be a local minimizer of the problem

min
x∈Rn

f (x) := g(x) − h(x)

where g is of class C1,1 around x̄ , and where h is convex. Then the
exponent PKL property of f at x̄ fails whenever q ∈ (0, 1/2).

Consider the function f (x) := |x |3/2 having its global minimum at x̄ = 0.
It can be directly checked that the derivative of f is not locally
Lipschitzian around x̄ , while the lower exponent PKL property holds with
φ(t) = t1−q and q = 1/3. This shows that the Lipschitz continuity of
the gradient is essential for the inconsistency result.

14 / 17



REFERENCES

[AV20] F. J. Aragón-Artacho and P. T. Vuong, The boosted difference of
convex functions algorithm for nonsmooth functions, SIAM J. Optim. 30
(2020), 980–1006.
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