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ABSTRACT

Achieving adversarial robustness is a critical aspect of ensuring 
the security and reliability of machine learning models, particularly 
in applications where trustworthiness is paramount. This paper 
delves into the theoretical aspects and impact of width of the 
local minima and learning parameters on adversarial robustness in 
Deep Neural Networks (DNNs) for image classification tasks. 
Through our investigation of gradient learning methods, we 
identify that certain optimization parameters can enhance 
robustness without compromising prediction quality. Building on 
these findings, we introduce a novel adversarial defense technique 
aimed at improving the model's resilience against attacks.

PROBLEM

● Achieving adversarial robustness (AR) is critical in many ML and 
AI applications

● Adversarial training is a popular technique but requires 
modifications to training data and/or models

HYPOTHESIS

● Increasing width of local minima leads to better robustness
● We can achieve wider minima by proper training only
● Wider minima training would tolerate larger noise if converges

METHOD

● Take MNIST and FF CNN w/ FC layers for image classification
● Use gradient noise from SGD to test for width of minima
● Use FGS method to attack the model after training to evaluate AR
● Explore batch size and learning step size to find the boundary 

where both accuracy and robustness are high

RESULTS

● Better definition of width of a minimum in Def. 1 and Thm. 1
● Thm. 2 proves wide minima SGD training improves robustness
● Longer training with smaller batch and/or higher rates lead to high 

robustness measured as accuracy on adversarial data ADV_ACC
● Achieved ADV_ACC is comparable or better than the SOTA
● No modifications to model and/or data

RELATED WORK

Others: complex PuVAE (Hwang et al., 2019) and BPFC (Addepalli et 
al., 2020) give adversarial accuracy ADV_ACC ≈ 81% on a similar task
Ours: direct training with Adam and SGD optimizers with specific 
parameters achieve ADV_ACC 96% and 89% without accuracy loss

FUTURE RESEARCH

● Computational efficiency
● More useful noise
● Prove for other models
● Explore for other learning algorithms
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